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Information for Participants

Conference Hotel and Conference Venue

Hotel: Guosheng Hotel, Changchun

�SI��ËA

Address: No.7008, Renmin Road, Nanguan District, Changchun

�S½H'«<¬��7008Ò

Venue: Fuyun Conference Hall, in the 4th floor of Guosheng

Hotel, Changchun

�SI��ËAo¢4$¬|

Arrival

By air: the distance between Changchun International Airport and

the conference hotel is about 50 km. It will cost you about 100 RMB

(16 USD c.a.) to take a taxi. For the invited speakers, you will be

picked up at the airport, if you have sent your arrival information

to the organizing committee.

By train: there is about 8 km from Changchun railway station to

the conference hotel. The taxi fare is about 16 RMB (2.5 USD c.a.).

Changchun West railway station is 13 km away from the conference

hotel. The taxi fare is about 26 RMB (4 USD c.a.)
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On-site Registration

On-site registration will take place at the lobby of Guosheng

Hotel, Changchun on September 11 from 11:00 to 21:00. You

can also register at any ohter time during the conference, but please

contact Dr. Xin Liu or Ms. Jiping Wu in advance.

Currency

Chinese currency is RMB. The current rate is about 6.13 RMB

for 1 US dollar. The exchange of foreign currency can be done at

the airport or the conference hotel. Please keep the receipt of the

exchange so that you can change back to your own currency if you

have RMB left before you leave China. Please notice that some

additional processing fee will be charged if you exchange currency

in China.

Contact Information

If you need any help, please feel free to contact

• Dr. Xin Liu: +86-138-1000-2122

• Ms. Jiping Wu: +86-136-9106-6084 (in Chinese)
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Sponsors
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Chinese Mathematical Society

Institute of Computational Mathematics and
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National Natural Science Foundation of China

State Key Laboratory of Scientific and Engineering Computing
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Organizing Committee
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The 9th International Conference on Numerical

Optimization and Numerical Linear Algebra

September 12-15, 2013

Changchun, Jilin, China

Conference Schedule

September 12, Thursday

08:00-08:30 Opening Ceremony

08:00-08:10 Welcome Address

08:10-08:30 Group Photo

08:30-10:00 Invited Talks V1

Chair: Y.X. Yuan

08:30-09:15 Liqun Qi, Symmetric tensors

09:15-10:00 Gianni Di Pillo, A derivative-free approach to constrained glob-

al optimization based on non-differentiable exact penalty func-

tions

10:00-10:20 Coffee Break

10:20-11:50 Invited Talks V2

Chair: Liqun Qi

10:20-11:05 Hulin Wu, Nonlinear high-dimensional optimization problems

in reverse engineering of biological systems

11:05-11:50 Wotao Yin, Distributed sparse optimization

11:50-12:30 Penal Discussion P1

Chair: Wotao Yin

11:50-12:30 All participants, Open to all related topics

12:30-13:30 Lunch

13:30-14:50 Contributed Talks C1

Chair: Takashi Tsuchiya
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13:30-13:50 S. Jimenez, A Quadratic Iterative Method to Compute Eigen-

vectors

13:50-14:10 Wei Bian, Complexity Analysis of Interior Point Algorithms for

Non-Lipschitz and Nonconvex Minimization

14:10-14:30 Lijun Liu, Dual Purpose Subspace Tracking on Noncompact

Stiefel Manifold

14:30-14:50 Cong Sun, Sum Rate Maximization Algorithms for MIMO Re-

lay Networks in Wireless Communications

13:30-14:50 Contributed Talks C2

Chair: Hulin Wu

14:50-15:10 Mehiddin Al-Baali, Reducing the number of updates for the

limited memory quasi-Newton methods

15:10-15:30 Zhouhong Wang, On the Convergence Order of the Central

Path for Second Order Cone Optimization

15:30-15:50 Zhi-Feng Pang, Data Clustering Based On The Total Variation

Energy Functional

15:50-16:10 Coffee Break

16:10-17:30 Contributed Talks C3

Chair: Yangfeng Su

16:10-16:30 Yong Xia, On Minimizing the Ratio of Quadratic Functions

over an Ellipsoid

16:30-16:50 Shaohua Pan, Multi-stage Convex Relaxation Approach for PS-

D Structured Low-rank Optimization Problems

16:50-17:10 Hailin Sun, Regularized Mathematical Programs with Stochas-

tic Equilibrium Constraints: Estimating Structural Demand Mod-

els

17:10-17:30 Yanfang Zhang, Regularizations for Stochastic Linear Varia-

tional Inequalities

17:30-18:50 Contributed Talks C4

Chair: Xin Liu

17:30-17:50 Zaikun Zhang, A Subspace Decomposition Framework for Non-

linear Optimization

17:50-18:10 Shujun Bi, Multi-stage Convex Relaxation for Rank Regular-

ized Minimization Problem
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18:10-18:30 Tianxiang Liu, A Node-based SDP Relaxation Approach for

Sensor Network Localization

18:30-18:50 Qian Dong, A Distributed Quasi-Newton Method for Data Fit-

ting Problem

18:50 Dinner
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September 13, Friday

08:00-10:15 Invited Talks V3

Chair: Yuhong Dai

08:00-08:45 Zhaojun Bai, Recent advances in variational principles and the

steepest descent type methods for matrix eigenvalue problems

08:45-09:30 Andreas Griewank, Representation and analysis of continuous

piecewise linear functions in abs-normal form

09:30-10:15 Zaiwen Wen, Algorithms for eigenvalue optimization

10:15-10:30 Coffee Break

10:30-11:50 Contributed Talks C5

Chair: Zhaojun Bai

10:30-11:50 Wenwen Zhou, A modified Primal-dual Augmented Lagrangian

Method for Large Scale Nonlinear Optimization

10:50-11:10 Yilun Wang, SOARS: Statistical and Optimization Analysis

and Response Surfaces for Computationally Expensive Models

11:10-11:30 Yuan Shen, Partial Convolution for Total Variation Problem

by Augmented Lagrangian-based Proximal Point Descent Algo-

rithm

11:30-11:50 Xin Liu, Symmetric Low-Rank Product Matrix Approximation

and Gauss Newton Method

11:50-12:30 Penal Discussion P1

Chair: Zaiwen Wen

11:50-12:30 All participants, Open to all related topics

12:30-13:30 Lunch

13:30-15:00 Invited Talks V4

Chair: Gianni Di Pillo

13:30-14:15 Yangfeng Su, Numerical methods for quadratic eigenvalue prob-

lems

14:15-15:00 Chao Yang, Numerical algorithms for energy minimization in

electronic structure calculation

15:00-16:00 Contributed Talks C6

Chair: Xiaoling Sun
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15:00-15:20 Zi Xu, Joint User Grouping and Linear Virtual Beamforming:

Complexity, Algorithms and Approximation Bounds

15:20-15:40 Geovani Nunes Grapiglia, A Derivative-Free Trust-Region

Algorithm for Composite Nonsmooth Optimization

15:40-16:00 Shuxiong Wang, Feasible Method for Semi-Infinite Program-

ming

16:00-16:20 Coffee Break

16:20-17:40 Contributed Talks C7

Chair: Chao Yang

16:20-16:40 Shenglong Zhou, New RIC Bounds vea lq-minimization with

0 < q ≤ 1 in Compressed Sensing

16:40-17:00 Ning Zheng, Accelerated Modulus-based Matrix Splitting Iter-

ation Methods for Linear Complementarity Problem

17:00-17:20 Ya-Feng Liu, Non-Convex Lq Minimization: Complexity Anal-

ysis and A Potential Reduction Algorithm

17:20-17:40 Fangfang Xu, Covariance Matrix Estimation Using Factor Mod-

els from Incomplete Information

17:40-18:40 Contributed Talks C8

Chair: Yafeng Liu

17:40-18:00 Xiaochao Xiu, Rank-one and Sparse Nonnegative Matrix De-

composition for Surveillance Video

18:00-18:20 Chunfeng Cui, Computing k Largest Eigenvalues of Supersym-

metric Tensors

18:20-18:40 Zhenli Sheng, A Buildup-based Error Minimization Method

with Application to Protein Structure Determination

18:40-21:00 Conference Banquet
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September 14, Saturday

08:00-9:30 Invited Talks V5

Chair: Andreas Griewank

08:00-08:45 Takashi Tsuchiya, A structural geometrical analysis of ill-conditioned

semidefinite programs

08:45-09:30 Xiaoling Sun, Optimization with semi-continuous variables

09:30-09:40 Closing Ceremony

09:40-10:00 Coffee Break

Excursion

10:00, Leave for Changbai Mountain

(Estimated time of return Changchun: 21:00, September 15)
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Recent Advances in Variational Principles and The
Steepest Descent Type Methods for Matrix Eigenvalue

Problems

Zhaojun Bai

Department of Computer Science

University of California at Davis

Davis, USA

Email: bai@cs.ucdavis.edu

The variational principles, such as minimax principle andtrace min principle, are of great

importance in theoryand computation of Hermitian eigenvalue problem. In this talk,we begin

with recent results on the extension of theseprinciples beyond Hermitian eigenvalue problem.

Thenwe focus on the application of newly established principlesin the development of the s-

teepest descent and conjugate gradienttype methods for ill-conditioned generalized Hermitian

eigenvalueproblems, and linear response eigenvalue problems arisingfrom the density functional

theory (DFT) and time-dependent DFT in computational material science.

This is a joint work with Yunfeng Cai, Ren-cang Li,Dario Rocca and Giulia Galli.
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Representation and Analysis of Continuous Piecewise
Linear Functions in Abs-normal Form

Andreas Griewank

institute of mathematics

Humboldt University

Berlin, Germany

Email: kerger@mathematik.hu-berlin.de

It follows from the well known min/max representation given by Scholtesin his recent

Springer book, that all piecewise linear continuousfunctions y = F (x) : Rn → Rm can be

written in a so-called abs-normalForm.This means in particular, that all nonsmoothness is

encapsulated in s absolutevalue functions that are applied to intermediate switching variables

zifor i = 1 . . . s. The relation between the vectors x, z, andy is described byfour matrices Y,L, J ,

and Z, s.t. z
y

 =

b
c

 +

Z L

J Y


 x

|z|


which can be generated by ADOL-C or otherAutomatic Differentation Tools. Hence L is a

lower triangular matrix, and therefor zi can be computed successive from previous results.We

show that in the square case n=m the system of equations F(x) = canbe rewritten in terms of

the variable vector z as a linearcomplementarity problem. The transformation itself and the

properties ofthe LCP depend on the Schur complement S = L−ZJ−1Y . We discussassociated

linear algebra computations and highlight various theoreticaland numerical effects via examples.
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A Derivative-free Approach to Constrained Global
Optimization Based on Non-differentiable Exact Penalty

Functions

Gianni Di Pillo

Faculty of Engineering

University of Roma

Rome, Italy

Email: dipillo@dis.uniroma1.it

In the field of global optimization many efforts have been devoted to globally solving bound

constrained optimizationproblems {min f(x), l ≤ x ≤ u, x, l, u ∈ <n, f : <n → <} without

using the derivativesof f . In this talk we show how derivative-free bound constrained global

optimization methods can be used for globallysolving optimization problems where also general

constraints {g(x) ≤, g : <n → <p} are present,without using neither the derivatives of f nor the

derivatives of g. This is of great practical importance in manyreal-world problems where only

problem functions values are available. To our aim we make use of a non-differentiableexact

penalty function Pq(x; ε). We exploit the property that, under weak assumptions, there exists

athreshold value ε̄ > of the penalty parameter ε such that, for any ε ∈ (, ε̄], any unconstrained

global minimizer of Pq is a global solution of the related constrained problemand conversely.

On these bases, we describe an algorithm that combines a derivative-free bound constrained

globalminimization technique for minimizing Pq for given values of ε and a derivative-free auto-

matic rule forupdating ε that acts only a finite number of times. We prove that the algorithm

produces a sequence{xk} such that any limit point of the sequence is a global solution of the

general constrained problem. In thealgorithm any efficient derivative-free bound constrained

global minimization technique can be used. In particular, weadopt an improved version of the

DIRECT algorithm. In addition, to improve the performance, the approach is enriched byre-

sorting to local searches, in a multistart framework, based on the proof that for every global

minimum point thereexists a neighborhood of attraction for the local search. Some numerical

experimentation confirms the effectiveness ofthe approach.

Joint work with Stefano Lucidi, Francesco Rinaldi.
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Theory of Tensors (Hypermatrices)

Liqun Qi

Department of Applied Mathematics

The Hong Kong Polytechnic University

Hongkong, China

Email: maqilq@polyu.edu.hk

A matrix is an m×n array of real or complex numbers. The study of matrices haslong been

a fundamental tool in mathematical disciplines and many application fields.A tensor (hyperma-

trix) is an n1× ...×nm array of real or complex numbers. In therecent years, several important

concepts of matrices, such as eigenvalues, eigenvectors, tensors (hypermatrices) and studied ex-

tensively. They have been applied or linkedto some related areas such as tensor approximation,

tensor decomposition, higherorder tensor magnetic resonance imaging and spectral hypergraph

theory, blind sourceseparation, tensor principal component analysis, etc. It is now a time to

make tensor(hypermatrix) theory a mathematical discipline, a useful tool for the above men-

tionedareas, and a base of tensor theory. Here, the last term tensor” is in the sense ofgeometry

or physics.

Some important concepts of matrices, such as the inverse, can be extended toeven-order

tensors (hypermatrices), when the tensors (hypermatrices) are treated asmatrices. On the

other hand, some concepts of matrices, can have more than onenatural extensions in tensors

(hypermatrices), such as eigenvalues can be extended toeigenvalues or E-eigenvalues, irreducible

matrices can be extended to irreducible ten-sors or weakly irreducible tensors, symmetric ma-

trices can be extended to symmetrictensors or strongly symmetric tensors, etc. Thus, tensor

(hypermatrix) theory is richto be studied and explored.

In this talk, I intend to review these issues and the scope of the theory of tensors(hypermatrices).

6

mailto:maqilq@polyu.edu.hk


Numerical Methods for Quadratic Eigenvalue Problems

Yangfeng Su

Department of Management Science

Fudan University

Shanghai, China

Email: yfsu@fudan.edu.cn

Quadratic eigenvalue problems (QEPs) appear in almost all vibration analysis of systems,

such as buildings, circuits, acoustic structures, and so on. Conventional numerical method for

QEPs is to linearize a QEP as a doublly-sized generalized eigenvalue problem (GEP), then call

a linear eigen-solver to solve the GEP, e.g. the QZ algorithm for dense GEP, the IRA (implicitly

restarted Arnoldi method) for sparse GEP. This method may encounter two difficulties. The

first one is that although the linear eigen-solver is good, the eigen-solutions for the original

QEP may be bad, in sense of condition number and backward error. The second is that the

linearized GEP has its own structure, and the structure is not explorered in a general linear

eigen-solver.

In this talk, we will review recent advances of numerical methods for QEPs.
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Optimization with Semi-Continuous Variables

Xiaoling Sun

Department of Management Science

Fudan University

Shanghai, China

Email: xls@fudan.edu.cn

In many real-world applications of optimization models, the decision variables often have

to take certain minimum positive values if they are nonzero, due to managerial and technolog-

ical considerations. Such variables are called semi-continuous variables. For instance, in the

production planning problems, the semi-continuous variables can be used to describe the state

of a production process that is either turned off (inactive),hence nothing is produced, or turned

on (active) such that the amount of the production has to lie in certain interval. Optimization

problems with semi-continuous variables can be modeled as mixed-integer programs with spe-

cialstructures and are in general NP-hard.

In this talk, we discuss some recent developments for this class of challenging optimization

problems. Our focuses are on efficient MIQP reformulations using SDP and SOCP techniques.

In particular, we discuss the relations between perspective reformations and Lagrangian de-

composition of the problems. A new lift-and-convexification approach will be also presented.

We also report some computational results for different convex reformulations for test problems

from portfolio selection, subset selection and compressed sensing.
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A Structural Geometrical Analysis of Ill-conditioned
Semidefinite Programs

Takashi Tsuchiya

National Graduate Research Institute for Policy Studies

Tokyo, Japan

Email: tsuchiya@grips.ac.jp

While linear programming and semidefinite programing have many nice propertiesin com-

mon, they can be quite different in the absence of interior-feasibility. In particular, the existence

of weak infeasibility and finite duality gap is oneof the major difficulties in semidefinite program-

ming.In this talk, we develop a geometrical analysis of ill-conditioned semidefinite programs to

shed new light on their common structures.

This is a joint work with Bruno F. Lourenço of Tokyo Institute of Technology and Masakazu

Muramatsu of the University of Electro-Communications.
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Algorithms for Eigenvalue Optimization

Zaiwen Wen

Deparment of Mathematics

Shanghai Jiaotong University

Shanghai, China

Email: zw219@sjtu.edu.cn

Eigenvalue computation has been a fundamental algorithmic component for solving semidef-

inite programming, low-rank matrix optimization, sparse principal component analysis, sparse

inverse covariance matrix estimation, the total energy minimization in electronic structure cal-

culation, and many other data-intensive applications in science andengineering. This talk will

present a few recent advance on both linear and nonlinear eigenvalue optimization.
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Nonlinear High-Dimensional Optimization Problems in
Reverse Engineering of Biological Systems

Hulin Wu

Department of Biostatistics and Computational Biology

University of Rochester

NewYork, USA

Email: hulin wu@urmc.rochester.edu

The cutting-edge and innovative biomedical technologies now are available to produce huge

amount of high-throughput and high-resolution complex data to gain insight of a biological

system. Recently many new quantitative and computational sciences such as bioinformatics,

systems biology and Big Data science have evolved from various disciplines to become major

tools to deal with the complex data in biomedical research. A great challenge is to integrate

the multi-scale and multi-level high-dimensional data to understand the biological systems

and their interactions in a quantitative and dynamic way. In order to quantify a biological

system, it is necessary to reverse engineer a mathematical model such as differential equation

models based on the high-dimensional and complex experimental data, which usually requires

to optimize a nonlinear high-dimensional objective function derived from statistical concepts

and methods. This is very challenging from both computational and theoretical perspectives.

Computationally it is not an easy task to optimize a nonlinear objective function of a high-

dimensional matrix (model parameters) with complex constraints. Theoretically it is not easy

to establish the algorithm convergence results since it requires to consider numerical error

(deterministic), model approximation error (deterministic), and data noise (random). I will

use gene regulatory network modeling as an example to propose these complex optimization

problems and issues. Some initial ideas will be proposed to potentially address these problems.
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Numerical Algorithms for Energy Minimization in
Electronic Structure Calculation

Chao Yang

Computational Research Division

Lawrence Berkeley National Laboratory

Berkeley, USA

Email: cyang@lbl.gov

In Kohn-Sham density functional theory based electronic structure calculation, the ground-

state energy of a multi-electron system can be obtained by minimizing the Kohn-Sham total

energy functional over a manifold of orthonormal single-particle wavefunctions. One may solve

the constrained minimization problem directly, or seek a solution that satisfies the first order

necessary condition, which defines a set of nonlinear eigenvalue problems and a fixed point

mapthat takes the ground-state electron density to itself. For metallic systems at a non-zero

temperature, the Mermin free energy functional is a more suitable objective function to min-

imize.This functional contains an extra entropy term. As a result, its first order necessary

condition contains an additional equation that defines the chemical potential and occupation

numbers for all eigenstates. For this type of problem, the widely used self-consistent field (SCF)

iteration seeks the solution to two sets of equations in an alternating fashion. However, it is

not clear yet whether an alternating direction method is effective when we try to minimize the

Mermin free energy directly. We will examine this problem in detail.
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Distributed Sparse Optimization

Wotao Yin

Department of Computational and Applied Mathematics (CAAM)

Rice University

Los Angels, USA

Email: wotao.yin@rice.edu

Sparse optimization has found interestingapplications in many data-processing areas such

ascompressed sensing, machine learning, signalprocessing, medical imaging, finance, etc. After-

reviewing compressed sensing and sparseoptimization, this talk then introduces novelalgorithms

tailored for very large scale sparseoptimization problems with very big data. Besides thetyp-

ical complexity analysis, we analyze the overheaddue to parallel and distributed computing.

Numericalresults are presented to demonstrate the scalability ofthe parallel codes for handling

problems withhundreds of gigabytes of data under 2 minutes on theAmazon EC2 cloud com-

puter.

The work is joint with Zhimin Peng and Ming Yan.
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Reducing The Number of Updates for The Limited
Memory Quasi-Newton Methods

Mehiddin Al-Baali

Department of Mathematics & Statistics

Sultan Qaboos University

Muscat, Sultanate of Oman

Email: albaali@squ.edu.om

The limited-memory L-BFGS method of Nocedal for large-scale unconstrained optimiza-

tion will be considered. On each iteration of this method a fixed number, say m, of updates

is usually employed. Since the number of function and gradient evaluations required to solve

an optimization problem is usually decreased, while the cost of updates is increased, as m

increased, the choice of m plays an important role in practice. The possibility of defining m

sufficiently large and employing a small number of updates in certain cases will be proposed on

the basis of certain simple measures for Hessian approximations. We will focus on our recent

damped technique, in modified quasi-Newton methods for unconstrained optimization, which

extends that of Powell (1978) in the damped BFGS method for constrained optimization that

uses Lagrange functions. Some numerical results will be described to show, in particular, that

the proposed measures improve the performance of the L-BFGS method substantially when

applied to certain unconstrained optimization problems. Since the damped technique enforces

safely the positive definiteness property of any quasi-Newton update, other results will be pre-

sented.

Keywords: Large-Scale Optimization, L-BFGS Method, Damped-Technique, Line Search

Framework.
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Multi-stage Convex Relaxation for Rank Regularized
Minimization Problem

Shujun Ben

School of Science

Hebei University of Technology

Tianjin, China

Email: beamilan@163.com

In this talk, we introduce a multi-stage convex relaxation approach to the rank regular-

ized problem with a certain ball constraint. Specifically, we first reformulate this nonconvex

and nonsmooth problem as an equivalent continuous augmented optimization problem with a

semi-bilinear equality constraint by a variational characterization of rank function, and then

show that the penalty problem yielded by adding the semi-bilinear constraint to the objective is

exact in the sense that it has the same global optimal solution set as the equivalent continuous

augmented optimization problem. By solving the penalty problem in an alternating way, we

propose a framework to design the multi-stage convex relaxation approach for the rank regu-

larized problem. This class of approaches consist of solving a sequence of semi-nuclear norm

convex regularized problems, and particularly includes the adaptive semi-nuclear norm method

with a truncated technique£see Miao, Pan and Sun, 213¤. We apply the multi-stage convex

relaxation approach to the rank regularized least square problem, and establish the error bound

of the optimal solution of the k-th stage to the global optimal solution under some condition

weaker than the RIP, which reveals that the proposed multi-stage convex relaxation approach

is superior to the nuclear norm convex relaxation. Finally, numerical results are reported to

illustrate the efficiency of the proposed method.

Keywords: rank regularized problem; exact penalty; multi-stage convex relaxation; rank

regularized least square.
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Complexity Analysis of Interior Point Algorithms for
Non-Lipschitz and Nonconvex Minimization

Wei Bian

School of Science

Harbin Institute of Technology

Harbin, China

Email: bianweilvse52@163.com

We propose a first order interior point algorithm for a class of non-Lipschitz and nonconvex

minimization problemswith box constraints, which arise from applications in variable selection

and regularized optimization. The objectivefunctions of these problems are continuously dif-

ferentiable typically at interior points of the feasible set. Ourfirst order algorithm is easy to

implement and the objective function value is reduced monotonically alongthe iteration points.

We show that the worst-case iteration complexity for finding an ε scaled firstorder stationary

point is O(ε−2). Furthermore, we develop a second order interior point algorithmusing the

Hessian matrix, and solve a quadratic program with a ball constraint at each iteration. Al-

though thesecond order interior point algorithm costs more computational time than that of

the first order algorithm ineach iteration, its worst-case iteration complexity for finding an ε

scaled second order stationarypoint is reduced to O(ε−
3
2 ). Note that an ε scaled second order

stationary pointmust also be an ε scaled first order stationary point.

This is a join work with Xiaojun Chen and Yinyu Ye.
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Computing k Largest Eigenvalues of Supersymmetric
Tensors

Chunfeng Cui

Academy of Mathematics and Systems Science

Chinese Academy of Sciences

Beijing, China

Email: cuichf@lsec.cc.ac.cn

A tensor is a multidimensional array. Computing the largest eigenvalue of super-symmetric

tensors is equivalent to solving a constrained homogenous polynomial optimization problem. We

put forward a new model for computing the k largest eigenvalues based on the exact Jacobian

relaxation. Furthermore, it is well-known in numerical algebra that the k-largest eigenvectors

and the best rank-k approximation of symmetric matrices are equivalent, yet it is not true

for supersymmetric tensors. We will analysis different formulations in the tensor case. Some

preliminary numerical results will be presented.

This work is joint with Prof. Yu-Hong Dai and Prof. Jiawang Nie.
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A Distributed Quasi-Newton Method for Data Fitting
Problem

Qian Dong

Academy of Mathematics and Systems Science

Chinese Academy of Sciences

Beijing, China

Email: dongqian@lsec.cc.ac.cn

Many structured data-fitting applications require the solution of an optimization problem

involving a sum over a potentially large number of measurements. We study a Quasi-Newton

method that is distributed among the processors. The method involves every processor min-

imizing its own object function by a Quasi-Newton step while exchanging information locally

with other processors in the network over a time-varying topology. Preliminary theoretical

analysis and numerical experiments show that this method is promising.

21

mailto:dongqian@lsec.cc.ac.cn


A Derivative-Free Trust-Region Algorithm for Composite
Nonsmooth Optimization

Geovani Nunes Grapiglia

Graduate Program in Mathematics and Applied Mathematics

Federal University of Paraná

Curitiba,Paraná, Brazil

Email: geovani mat@hotmail.com

A derivative-free trust-region algorithm is proposed for minimizing the nonsmooth com-

posite function F (x) = h(f(x)), where f is smooth and h is convex. This formulation includes

problems of finding feasible points of nonlinear systems of inequalities (where h(f) ≡ ‖f+‖p,

with f+i = max {fi, } and 1 ≤ p ≤ +∞), finite minimax problems (where h(f) ≡ max1≤i≤m fi),

and best L1, L2 and L∞ approximation problems (where h(f) ≡ ‖f‖p, p = 1, 2,∞). The

algorithm combine ideas from Powell (1983), Yuan (1985) and Conn, Scheinberg and Vicente

(29). Under some conditions, global convergence results are given. Preliminary numerical tests

indicate that the algorithm is promising.
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A Quadratic Iterative Method to Compute Eigenvectors

Salvador Jiménez

Deparment of Mathematics

Universidad Politecnica de Madrid

Madrid, Spain

Email: s.jimenez@upm.es

We combine two iterative methods, a first one with linear convergence as a primer and a

second one with quadratic convergence, and obtain an effectively quadratic iterative method

that converges towards an eigenvector of a square matrix that corresponds to the eigenvalue

with greater real part. The method can also be adjusted to converge towards eigenvectors of

other eigenvalues.

This is a joint work with L. Vazquez.
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Dual Purpose Subspace Tracking on Noncompact Stiefel
Manifold

Lijun Liu

School of Science

Dalian Nationalities Universtiy

Dalian, China

Email: Liulijun@dlnu.edu.cn

Fast estimation and tracking of the principal or minor subspace of a sequence of random

vectors is a major problem in many applications. Due to the numerical complexity of the task,

eigenvalue decomposition (EVD) cannot be directly performed at every time step. This ob-

servation motivates research to find a way to recursively compute the subspace basis, which

are usually formulated as optimization problems with orthogonality constraints. However, it is

generally difficult to solve such optimization problems since the constraints can lead to many

local minimizers and, in particular, several of these problems in special forms are NP-hard.

Moreover, even generating a sequence of feasible points is not easy since preserving the orthog-

onality constraints can be numerically expensive.

In this talk, we address the problem of subspace tracking for the principal subspace as

well as the minor subspace in a dual learning style utilizing the geometric structure of Grass-

mann manifold. We restate the subspace tracking problem as an optimization of an extended

Rayleigh Quotient on the noncompact Stiefel manifold. A dual purpose gradient procedure for

the extended Rayleigh Quotient is obtained by introducing a Riemannian metric on the non-

compact Stiefel manifold. Compared to the other subspace tracking algorithms, the proposed

algorithm has demonstrated an increased stability, a low complexity and good performances.
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A Node-based SDP Relaxation Approach for Sensor
Network Localization

Tianxiang Liu

Academy of Mathematics and Systems Science

Chinese Academy of Sciences

Beijing, China

Email: liutx@lsec.cc.ac.cn

In this report we propose a new model to solve the sensor network localization problem.

This method is based on the semidefinite programming (SDP) relaxation, which is actually

a further relaxation of the node-based SDP, called RNSDP. To reduce problem scale, in the

precondition, we use a trick of edge sparsification. After RNSDP, we use a gradient search

method to refine the solution. Numerical results show the efficiency of this method for random

produced medium-sized localization problems.
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Symmetric Low-Rank Product Matrix Approximation
and Gauss Newton Method

Xin Liu

Academy of Mathematics and Systems Science

Chinese Academy of Sciences

Beijing, China

Email: liuxin@lsec.cc.ac.cn

We consider computing an eigenspace of an n by n symmetric matrix A corresponding to

a set of k largest positive eigenvalues. We derive an efficient formula for applying the Gauss-

Newton method to this problem, formulated as minimizing the Frobenius norm of A-XX’, where

X is n by k and XX.is called a symmetric low-rank product (SLRP). Preliminary numerical

results are presented to demonstrate the potential of the algorithm in suitable applications.
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Non-Convex Lq Minimization: Complexity Analysis and
A Potential Reduction Algorithm

Yafeng Liu

Academy of Mathematics and Systems Science

Chinese Academy of Sciences

Beijing, China

Email: yafliu@lsec.cc.ac.cn

We consider the Lq minimization problem: finding a minimizer of ‖max {b−Ax, } ‖qq+cTx

subject to l ≤ x ≤ u for given A ∈ Rm×n, b ∈ Rm, c, l, u ∈ Rn and the parameter q ∈ (0, 1).

This problem can be regarded as a non-convex approximation of the sparse L0 minimization

problem, which finds a large number of applications such as wireless communications, signal

processing, discriminant analysis, and machine learning. In this talk, we shall first give some

exact recovery results, i.e., under which conditions, the solution of the Lq minimization problem

will be the global minimizer of its corresponding sparse L0 minimization problem.

We shall also show that, the Lq minimization problem is strongly NP-hard for any given

q ∈ (0, 1), including its smoothed version. Finally, we shall extend the interior-point potential

reduction algorithm to solve the Lq minimization problem. The potential reduction algorithm

is guaranteed to return an ε-KKT solution of the Lq minimization problem in polynomial time.

This is a joint work with Shiqian Ma, Yu-Hong Dai, and Shuzhong Zhang.
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Multi-stage Convex Relaxation Approach for PSD
Structured Low-rank Optimization Problems

Shaohua Pan

School of Science

South China University of Technology

Guangzhou, China

Email: shhpan@scut.edu.cn

This paper is concerned with positive semidefinite (PSD) structured low-rank matrix op-

timization problems. For this class of NP-hard problems, we use a family of spectral functions

to reformulate it as a mathematical program with PSD equilibrium constraints (MPSDEC for

short), and show that the penalty problem of this MPSDEC, yielded by adding the equilibrium

constraints to the objective, is exact in the sense that it has the same global optimal solution

set as the MPSDEC problem when the penalty parameter is over a certain threshold. Then,

by solving the exact penalty problem of the MPSDEC in an alternating way, we propose a

unified framework to design the multi-stage convex relaxation approach for the PSD structured

low-rank optimization problem, which consists of solving a sequence of weighted trace-norm

minimization problems. This framework particularly includes the reweighted trace-norm mini-

mization method with a truncated technique (see Mohan 21 and Miao 213). For the proposed

multi-stage convex relaxation approach, we establish the error bound between the optimal so-

lution of the k-th stage and the global optimal solution under a weaker condition than the RIP.

Numerical results are also reported for several classes low-rank structured matrix recovery, in-

cluding the low-rank covariance matrix recovery, the low-rank correlation matrix recovery, the

low-rank density matrix recovery, and the low-rank Toeplitz matrix recovery, which verify the

efficiency of the proposed approach.

Keywords: Multi-stage convex relaxation; structure; low-rank matrix recovery; mathe-

matical program with PSD equilibrium constraints.
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Data Clustering Based On The Total Variation Energy
Functional

Zhifeng Pang

School of Mathematics and Information Sciences

Henan University

Henan, China

Email: zhifengpang@163.com

The performance of the data clustering highly relies on the proposed model and the numer-

ical algorithms. Following from the extension of the total variation functional in the spatially

continuous setting, in this report we propose some efficient numerical methods to solve it based

on the alternating direction method of multipliers(ADMM) and the primal-dual method(PDM).

We show the convergence of proposed numerical methods under the framework of variational

inequalities. Some numerical examples are arranged for solving the balanced clustering problem

and the unbalanced clustering problem to illustrate the efficiency of our proposed methods.
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Partial Convolution for Total Variation Problem by
Augmented Lagrangian-based Proximal Point Descent

Algorithm

Yuan Shen

College of Applied Sciences

Nanjing University of Finance & Economics

Nanjing, China

Email: ocsiban@126.com

In the field of image processing field, recovering an image from its blurry and noisy observa-

tion is a classic problem. A new dedicated alternating minimization method (ADM) arises from

a new structured total variation (TV) regularization-based optimization problem has been pro-

posed and intensively studied. This algorithm is called “Fast Total Variation Deconvolution”

(FTVD), and its per-iteration computational cost is dominated by only several fast Fourier

transforms (FFT) and convolution operations which are cheap to compute, so they are practi-

cal methods. However, this algorithm is only applicable to full convolution model, hence they

can not handle more difficult problems. In this paper, we propose a partial convolution model

as well as a dedicated algorithm which is based on the idea of Ye and Yuan’s ADM. Extensive

numerical results show that our algorithm can produce result with much better quality while

its speed performance is still comparable with several state-of-the-art algorithms.
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A Buildup-based Error Minimization Method with
Application to Protein Structure Determination

Zhenli Sheng

Academy of Mathematics and Systems Science

Chinese Academy of Sciences

Beijing, China

Email: szl@lsec.cc.ac.cn

Geometric build up method is a fast algorithm particularly designed for distance geometry

problem with exact or extremely small noise distances. We incorporate it with error minimiza-

tion procedure to handle large noise given distances, which are the real-world cases. A new error

function has been proposed, and a fast algorithm is designed to minimize the error function.

Besides, extensive numerical experiments have been finished on a variety number of proteins,

from several hundreds to several thousands, which show that it provides very accurate confor-

mations of these proteins quickly, thus prove that it is a powerful algorithm for this problem.

This is a joint work with Yaxiang Yuan.
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Sum Rate Maximization Algorithms for MIMO Relay
Networks in Wireless Communications

Cong Sun

School of Science

Beijing University of Posts and Telecommunications

Beijing, China

Email: suncong@lsec.cc.ac.cn

Sum rate maximization problem is always of great interests in the field of wireless com-

munications. For MIMO relay networks, we propose a new approach to approximate sum rate

maximization, and prove it is a lower bound of achievable sum rate. To solve the nonlinear non-

convex optimization problem, we first change the fraction function into a non-fraction function

in the objective function, and show that the optimization problems share the same stationary

points. By applying the alternating minimization method, we decompose the complex problem

into several subproblems that are easier handled with. Moreover, we prove that the proposed

models always lead to rank one solutions. From practical demand, we also add orthogonal

constraints and solve the corresponding problem.
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Regularized Mathematical Programs with Stochastic
Equilibrium Constraints: Estimating Structural Demand

Models

Hailin Sun

School of Science

Nanjing University of Science & Technology

Nanjing, China

Email: mathhlsun@gmail.com

The article considers a particular class of optimization problems involving set-valued s-

tochastic equilibrium constraints. A solution procedure is developed by relying on an approx-

imation scheme for the equilibrium constraints, based on regularization, that replaces them

by equilibrium constraints involving only single-valued Lipschitz continuous functions. In ad-

dition, sampling has the further effect of replacing the ‘simplified’ equilibrium constraints by

more manageable ones obtained by implicitly discretizing the (given) probability measure so as

to render the problem computationally tractable. Convergence is obtained by relying, in partic-

ular, on the graphical convergence of the approximated equilibrium constraints. The problem of

estimating the characteristics of a demand model, a widely studied problem in micro-economics,

serves both as motivation and illustration of the regularization and sampling procedure.
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Feasible Method for Semi-Infinite Programming

Shuxiong Wang

Academy of Mathematics and Systems Science

Chinese Academy of Sciences

Beijing, China

Email: wsx@lsec.cc.ac.cn

Semi-infinite programming refers to optimization problems involving a finite number of de-

cision variables with an infinite many constraints. We present an novel feasible method to solve

this problem by constructing the inner approximate region of the origin problem. The man idea

is to subdivide the parameter set and construct finite many constraints related to the subdivi-

sion points which implies the origin infinitely many constraints. This approximation guarantees

feasibility of the original problem: each iterative point is feasible for the origin problem. Un-

der standard assumptions, we prove that the solution of the approximate problem converges to

the solution of the origin problem. Numerical experiments show the performance of our method.

This is a joint work with Yaxiang Yuan.
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SOARS: Statistical and Optimization Analysis and
Response Surfaces for Computationally Expensive Models

Yilun Wang

School of Mathematical Sciences

University of Electronic Science and Technology of China

Chengdu, China

Email: yilun.wang@gmail.com

We are developing a new framework of Statistical and Optimization Analysis and Response

Surfaces (SOARS, for short) for Computationally Expensive Objective Functions. The objec-

tive functions are computationally expensive often because they are either involving large scale

complex computational simulations or complicated data processing procedure. An important

application is parameter calibration of large scale complex model, where the objective func-

tion is a distance between the measured data and model output. Unlike most of parameter

estimation methods, we are not only searching a single optimal solution, but also calculate its

probability distribution and perform related sensitivity analysis. In brief, (global) optimization,

sensitivity analysis and uncertainty analysis are the research tasks. One of our innovations is to

build the framework “SOARS” to integrate them together via the adoption of response surface

(also called surrogate, emulator, or metamodel), and make SOARS suitable for relatively high

dimensional problems. In addition, for each of its component (optimization, sensitivity analysis

and uncertainty analysis), we have proposed new efficient algorithms, especially for relatively

high dimensional cases.
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On the Convergence Order of the Central Path for
Second Order Cone Optimization

Zhouhong Wang

School of Science

Beijing Jiaotong University

Beijing, China

Email: wangzhhng@163.com

In this talk, we will discuss the possible convergence order of the central path of Second

Order Cone Optimization (SOCO) based upon the optimal partition for SOCO proposed by

Bonnans and Ramı́rez (2005). First we will show that the optimal partition for SOCO can be

identified along the central path when the barrier parameter µ is small enough. Then Some

examples are presented to illustrate the possible convergence order of the central path of SOCO.

Key words: Second Order Cone Optimization; Optimal Partition; Convergence Order

of Central Path.
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On Minimizing the Ratio of Quadratic Functions over an
Ellipsoid

Yong Xia

School of Mathematics and System Sciences

Beihang University

Beijing, China

Email: dearyxia@gmail.com

In this talk, we study the optimization problem (RQ) of minimizing the ratio of two

quadratic functions over a possibly degenerate ellipsoid. The well-definition of problem (RQ)

is fully characterized. We show any well-defined (RQ) admits a semi-definite programming

reformulation (SDP) without any assumption. Moreover, the minimum of (RQ) is attained if

and only if (SDP) has a unique solution. We finally make some extensions.
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Rank-one and Sparse Nonnegative Matrix Decomposition
for Surveillance Video

Xianchao Xiu

School of Science

Beijing Jiaotong University

Beijing, China

Email: 1112176@bjtu.edu.cn

This paper presents rank-one and sparse nonnegative matrix decomposition model for

surveillance video. Based on its convex relaxation, we establish the alternating direction meth-

ods of multipliers. We also introduce a statistical approach to solve the original model with

the help of its special properties. Numerical experiments are given to illustrate the efficiency

of our algorithms.
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Covariance Matrix Estimation Using Factor Models from
Incomplete Information

Fangfang Xu

Deparment of Mathematics

Shanghai Jiao Tong University

Shanghai, China

Email: happyxufangfang@126.com

Covariance matrix estimation plays an important role in risk management, asset pricing,

and portfolio allocation. This task becomes very challenging when the dimensionality is compa-

rable or much larger than the sample size. A widely used approach for reducing dimensionality

is a multi-factor model. Although it has been well studied and quite successful in many appli-

cations, the quality of the estimated covariance matrix is often degraded due to a nontrivial

amount of missing data in the factor matrix for both technical and cost reasons. Since the

factor matrix is only approximately low rank or even has full rank, existing matrix completion

algorithms are not applicable. In this paper, we consider a new matrix completion model based

on the factor model directly and apply the alternating direction method of multiplier for the

recovery. Numerical experiments show that our proposed models and algorithms are helpful.
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Joint User Grouping and Linear Virtual Beamforming:
Complexity, Algorithms and Approximation Bounds

Zi Xu

Deparment of Mathematics

Shanghai Jiao Tong University

Shanghai, China

Email: xuzi@shu.edu.cn

In this work, we consider the problem of properly selecting a subset of users to form

the virtual multi-antenna system, while at the same time designing their joint transmission

strategies. In the aim of designing practical algorithms with provable theoretical performance,

we focus on a class of simple yet important scenarios in which either multiple transmitters

cooperatively transmit to a receiver, or a single transmitter transmits to the receiver with the

help of a set of cooperative relays. We formulate the joint problems in different settings as

cardinality constrained programs that contain both discrete and continuous variables. We then

leverage the technique of semi-definite relaxation to obtain approximated solutions for them.

The effectiveness of the proposed algorithms is evaluated via both theoretical analysis as well

as extensive numerical experiments. We expect that our approach can be applied to solve

cross-layer resource allocation problems in many other wireless communication systems as well.
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Regularizations for Stochastic Linear Variational
Inequalities

Yanfang Zhang

Academy of Mathematics and Systems Science

Chinese Academy of Sciences

Beijing, China

Email: yfzhang@lsec.cc.ac.cn

This paper applies the Moreau-Yosida regularization to a convex expected residual mini-

mization formulation for a class of stochastic linear variational inequalities. To have the con-

vexity of the corresponding sample average approximation problem , we adopt the Tikhonov

regularization. We show that any cluster point of minimizers of the Tikhonov regularization

for the sample average approximation problem is a minimizer of the expected residual mini-

mization formulation with probability one as the sample size goes to infinity and the Tikhonov

regularization parameter goes to zero. Moreover, we prove that the minimizer is the least

l2-norm solution of the expected residual minimization formulation. We also prove the semi-

smoothness of the gradient of the Moreau-Yosida and Tikhonov regularizations for the sample

average approximation problem.
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A Subspace Decomposition Framework for Nonlinear
Optimization

Zaikun Zhang

Deparment of Mathematics

University of Coimbra

Coimbra, Portugal

Email: zhang@mat.uc.pt

We discuss a general subspace decomposition framework for optimization(for the momen-

t without constraints). Two versions of the framework arepresented, namely a Levenberg-

Marquardt version and a trust-region one.We establish global (asymptotic) convergence and

derive global rates forboth of them. We also discuss how to exploit the framework to design-

parallel and multilevel derivative-free algorithms for large-scaleproblems.

This is a joint work with S. Gratton (ENSEEIHT-INT and CERFACS, France)and L.

N. Vicente (University of Coimbra, Portugal).
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Accelerated Modulus-based Matrix Splitting Iteration
Methods for Linear Complementarity Problem

Ning Zheng

Department of Mathematics

Tongji University

Shanghai, China

Email: 6zhengning@tongji.edu.cn

For the large sparse linear complementarity problem, a class of accelerated modulusbased

matrix splitting iteration methods is established by reformulating it as a general implicit fixed-

point equation, which covers the known modulus-based matrix splitting iteration methods. The

convergence conditions are presented when the system matrix is either a positive definite matrix

or an H+-matrix, and the optimal iteration parameters in accelerated modulus-based AOR

method are determined by minimizing the spectral radius of the iteration matrix. Numerical

experiments further show that the proposed methods are efficient and accelerate the convergence

performance of the modulus-based matrix splitting iteration methods with less iteration steps

and CPU time.
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New RIC Bounds vea lq-minimization with < q ≤ 1 in
Compressed Sensing

Shenglong Zhou

School of Science

Beijing Jiaotong University

Beijing, China

Email: Longnan zsl@126.com

The restricted isometry constants (RICs) play an important role in exact recovery theory

of sparse signals via lq(< q ≤ 1)relaxations in compressed sensing. Recently, Cai and Zhang

have achieved a sharp bound δtk <
√

1− 1/t for t ≥ 4
3 to guarantee the exact recovery of k

sparse signals through the l1 minimization. This paper aims to establish new RICs bounds

via lq(< q ≤ 1)relaxation. Based on a key inequality on lq norm, we show that (i) the exact

recovery can be succeeded via l1/2 and l1 minimization if δtk <
√

1− 1/t for t ≥ 1, (ii) several

sufficient conditions can be derived, such as for any q ∈ (, 12 ), δ2k < 0.5547 when k ≥ 2, for any

q ∈ ( 1
2 ), δ2k < 0.6782 when k ≥ 1, (iii) the bound on δk is given as well as for any < q ≤ 1,

especially for q = 1
2 , 1, we obtainδk <

1
3 when k(≥ 2) is even or δk < 0.323 when is k(≥ 3) odd.

Keywords: compressed sensing, bound, restricted isometry constant, lq minimization, ex-

act recovery.
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A Modified Primal-dual Augmented Lagrangian Method
for Large Scale Nonlinear Optimization

Wenwen Zhou

SAS

Email: Wenwen.Zhou@sas.com

The Primal Dual Augmented Lagrangian approach [1] has been proposed for large-scale

nonconvex optimization. This approach has a number of promising features including a natural

extension to a matrix-free environment. Our numerical experience indicates that the algorithm

can have difficulty when the problem is locally infeasible or badly scaled. The addition of a

modified version of the feasibility restoration phase[2] typically used in filter methods is proposed

with the added goal of improving Lagrange multiplier estimates when the problem is feasible.
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Part III

Panel Discussion





In this conference, we will have two panel discussion sessions. In the panel discussion

session, all participants are encouraged to raise or answer questions about all related topics

of this conference, and to introduce or discuss the new developments and trends of numerical

optimization and numerical linear algebra.
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Excursion Information

Changbai Mountain1

The Changbai Mountain Range are a mountain range on the border between

China and North Korea (41◦41’ to 42◦51’N; 127◦43’ to 128◦16’E). In Russia this

range is called “Vostochno-Manchzhurskie gory” (“East Manchurian mountain

range”) and considered as a part of more long Manchu-Korean mountain range

(“Manchzuro-Koreiskie gory”), which separates China from Korea and Russian

Primorsky Krai. The range extends from the Northeast Chinese provinces of

Heilongjiang, Jilin and Liaoning to the North Korean provinces of Ryanggang and

Chagang. Most peaks exceed 2,000 metres in height, with the highest mountain

being Changbai Mountain.

The range represents the mythical birthplace of Bukūri Yongs̆on, ancestor

of Nurhaci and the Aisin Gioro Imperial family, who were the founders of the

Manchu state and the Chinese Qing Dynasty. The name literally means “Perpet-

ually White Mountain Region” in Mandarin Chinese.

Changbaishan Nature Reserve, established in 1960, was involved in the UN-

ESCO’s “Man and Biosphere” program in 1980 and becomes part of the world’s

biosphere reserves. Approved by the State Council in 1986, it becomes a State-

level reserve.

The highest mountain is Baekdu Mountain (2,745 m), an active volcano

which is also known locally in China as Changbai Mountain. Baekdu Mountain

is the source of the Songhua, Tumen (Tuman) and Yalu (Amnok) rivers. Many

tributaries of the Liao He also originate from the Changbai Mountains.

The climate in the mountains is very cold during winter, with absolute mini-

ma on the highest peaks in January as low as −45◦C (−49◦F), but reaching 17◦C

(62◦F) in July. Precipitation is low in the winter but in the higher parts very high

in the summer, with annual averages reaching as high as 1,150 mm (45 inches)

and over 300 mm (12 inches) in July alone. The dry winters mean there are no

glaciers even on the highest and wettest peaks, but permafrost extends down to

1,800 metres (5,900 feet) and is continuous on the highest peaks.

1From wikipedia: http://en.wikipedia.org/wiki/Changbai_Mountains.
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The organizing committee wishes you

a pleasant stay in Changchun!
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